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Abstract-Experimental hydrothermal geochemistry has made great strides on the basis of stoichiometric
equilibrium studies, measured kinetic rates, and bulk-sensitive spectroscopic data, but there are current prob-
lems in hydrothermal geochemistry ranging from deep aquifer chemistry to nuclear waste tank chemistry
that can benefit from new techniques able to provide direct spectroscopic and microscopic information about
processes operative at mineral surfaces. We present and discuss applications of two inherently interface-sen-
sitive techniques that are amenable to application in hydrothermal experimentation: optical second harmonic
generation (SHG) and hydrothermal atomic force microscopy (HAFM). Results of experimental SHG from a
corundum-water interface are presented, along with a model relating SHG signal in part to the structure of
water in the electric double layer. Although the SHG signal is closely related to surface potential, direct ex-
traction of surface potential over a wide range of pH and ionic strength will depend upon better understand-
ing of water structure near oxide-water interfaces. We present applications of HAFM to dissolution and
growth of barite, and in particular show that the velocity and spacing of kink sites along [010] and [120] steps
can be extracted from the HAFM imagery using a simple step model. The model enables us to conclude that
although steps may appear straight in AFM images, the atomic scale roughness can be large, giving rise to
kinks at a large percentage of step sites. Both techniques are promising ways to extend our ability to probe
and better understand the nature of mineral-water interface chemistry.

1. INTRODUCTION

Chemical processes occurring at mineral-water in-
terfaces are central to understanding how geologic
materials regulate and modulate the chemical envi-
ronment in which we all live. Many of these interac-
tions occur at the Earth's surface where temperatures
and pressures do not differ greatly from those with
which we have direct experience, but many also occur
in deep aquifers, sediments, hydrocarbon reservoirs,
buried radioactive waste tanks, and geothermal sys-
tems that are considerably more experimentally chal-
lenging.

A primary tool of hydrothermal geochemistry ap-
propriately continues to be the analysis of aqueous
solutions from "quenched" field samples or from ei-
ther static or flow-through laboratory experiments in
order to gain information about chemical equilibrium
or about reaction rates in particular systems.

Increasingly, geochemists must confront ques-
tions related to the kinetics and mechanisms of min-
erai-water interactions. Indirect wet-chemical
methods remain a primary tool, but we need addi-
tional information to reliably interpret such data.
For example, given a set of macroscopic concentra-

tion and stoichiometry data, there are often several
models (e.g., diffuse layer or triple layer; single site
or two site models) that apply more or less equally
well (Westall and Hohl, 1980) but that differ in the
surface structures implied. Interface-sensitive spec-
troscopic and microscopic techniques, judiciously
applied, can allow us to test hypotheses pertaining
to reaction mechanisms. Further, such direct infor-
mation often shows that no existing model captures
the complexity of the processes found to be in oper-
ation.

Many spectroscopic techniques have been applied
to better understanding the nature of mineral-water
interaction in aqueous systems (e.g., electronic and
vibrational spectroscopies (Buckley and Woods,
1994; Hug and Sulzberger, 1994; Ainsworth et aI.,
1998; Eggleston et aI., 1998), as well as X-ray dif-
fraction and absorption techniques (Bargar et aI.,
1997; Cheng et aI., 1997), white light interferometry
(Liittge et aI., 1999), and nuclear magnetic reso-
nance (NMR) (Casey et aI., 2000». However, there
is a lack of techniques that are both 1) inherently
sensitive to the solid-water interface rather than to
the bulk of the material, and 2) amenable to direct
in-situ application, particularly within hydrothermal
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2. SECOND HARMONIC GENERATION (SHG)experiments. In this paper, we describe two tech-
niques that are relatively new to geochemistry and
that satisfy both of these requirements. These are the
laser-based technique of optical second harmonic
generation (SHG) (for a review, see Corn and Hig-
gins, 1994), and hydrothermal atomic force mi-
croscopy (HAFM) (Higgins et aI., 1998b). We
describe how each technique works, and give exam-
ples of the kinds of information that have been, and
can be, obtained from them.

SHG can be used to study the adsorption of both
organic and inorganic species to mineral surfaces; we
choose to concentrate here on the pH dependence of
SHG from an alumina-water interface. Prior work by
Ong et al. (1992) demonstrated that SHG is a viable
and direct probe of interface potential, particularly for
the silica/water interface. In this work, we apply this
same idea to a corundum/water interface to determine
if the potential-sensitive SHG mechanism is appropri-
ate for other interfaces. The results show that rela-
tively direct measures of surface potential may be
made without the need to "filter" stoichiometric and
charge-density data through models that relate charge
to potential. These results however, are not free of un-
certainties in that the location of a true point of zero
charge requires a rather simple SHG mechanism,
whereas our results suggest the mechanism may be
more complicated.

In the HAFM section, we show how direct in-situ
imaging of step motion on barite (BaSO 4) surfaces al-
lows us to extract information pertaining to the rates
and mechanisms of such microscopic processes as the
motion of kink sites along steps during dissolution or
growth. In general, the results point the way to im-
proving upon long-standing equilibrium- and diffu-
sion-based models of crystal growth (e.g., Burton et
al., 1951; Chernov, 1963b).

The two experimental methods above can be used
to obtain complementary information that could ulti-
mately lead to more consistent descriptions of spe-
cific mineral-water interfaces. Resonant SHG can
provide adsorbate coverage information regardless of
the dynamics of the system, and thus, presents itself
as a useful tool for testing the equilibrium assumption
associated with modeling a net reaction rate using
equilibrium surface complexation models. Whereas
SHG provides important information on the adsorp-
tion of aqueous constituents, HAFM, as we will dis-
cuss below, provides dynamic information down to
the molecular level (within the confines of a particular
step kinetic model). As both methods are suitable for
investigations under identical experimental condi-
tions, it should be possible to make direct correlation
between adsorption data from SHG and dynamic data
fromHAFM.

2.1. SHe Theory

The electric field portion of light at a fixed location
varies sinusoidally with time, creating an AC polar-
ization of the electron cloud of a molecule exposed to
it. If the magnitude of the electric field is small, the
electron cloud behaves harmonically. That is, as the
magnitude of the electric field changes, there is a pro-
portional change in the position of the electrons. If the
incident light's electric field is large, such as that cre-
ated by a high power laser, the resulting polarization
can be anharmonic and include a significant compo-
nent with twice the incident light's frequency. This
component is known as the second-order polariza-
tion, p(2)(2m). As an oscillating electric charge,
P(2)(2 m) leads to generation of light with twice the in-
cident light's frequency. p(2)(2m) can be described as:

E(2ro) oc p(2) (2ro) = X(2) E(ro)E(ro)

where E(2m) is the second harmonic field strength at
frequency 2m, E( m) is the incident light field (at fre-
quency m), and i2) is the non-linear susceptibility:

X(2) =ns(aP»)

where ns is the surface concentration of molecules
and c)2) is the second-order polarizability (or hyper-
polarizability) of the molecules; c)2) is a third-rank
tensor and is averaged over the molecular orientation
distribution denoted by the brackets.

Within the electric dipole approximation, SHG is
forbidden in a centro symmetric phase because in-
duced polarizations will be equal in opposite direc-
tions and destructively interfere. Thus, all elements of
Eqn. 2 above would be zero if the molecules were ran-
domly oriented in the bulk phase in which the driving
fields (fundamental light at frequency ro) exist. At an
interface between two centrosymmetric phases, how-
ever, the centrosymmetry is broken and SHG is al-
lowed. This imparts to SHG its inherent interface
sensitivity in otherwise centrosymmetric systems.

The polarizabilities, and thus the X(2) of a given
collection of molecules, is a function of the energy of
the light interacting with them. Near energies at
which a given molecule has an optical resonance due
to transitions between electronic states, the electron
cloud (or part of it) may be thought of as more de-
formable than at energies far from resonance. The
electronic polarizabilities that give rise to SHG thus
also tend to be relatively large near optical absorption
energies. It is then possible to enhance the SHG sig-
nal by tuning the input laser light such that the SH
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light generated occurs at a wavelength where the sub-
ject molecule has an absorption band. This sets up
resonance between the electronic transition at a par-
ticular energy and the polarization of electrons at the
second harmonic (rather than primary) frequency
(Corn and Higgins, 1994).

Often, however, resonant SHG is not possible. In
the case of the oxide-water interfaces discussed
below, there is negligible optical absorption at fre-
quencies used in the experiments. This type of experi-
mental arrangement is usually referred to as
non-resonant SHG and commonly a total internal re-
flection (TIR) experimental geometry is employed. In
this case, the evanescent electric field associated with
light undergoing TIR from an interface can give rise
to enhanced SHG (Ong et aI., 1992; Conboy et aI.,
1994). The TIR geometry restricts the range of solid-
water interfaces that can be probed because the input
laser light must approach the interface from the side
that is optically more dense. This is most often from
the solid side, requiring an optically transparent sin-
gle crystal (or amorphous material) of up to centime-
ter dimensions. The source of SHG from these
non-resonant systems is often ascribed to the static
electric field at the interface (Ong et aI., 1992; Lantz
et al., 1993; Lantz and Corn, 1994). However, it is im-
portant to clarify that it is not the static field that gives
rise to the SHG, but that there is some material prop-
erty that changes with the static field. Thus, it may be
more correct to state that the non-linear susceptibility
of the material, immersed in the field, changes with
the field strength. For the case of aqueous interfaces,
it is believed that the orientation of the water mole-
cules in the static field gives rise to a significant con-
tribution to the non-linear susceptibility of the
interface (Ong et aI., 1992; Zhao et aI., 1993a).

Resonant SHG can be used to probe the relative
amounts of, as well as the average orientation of, or-
ganic molecules adsorbed at interfaces given appro-
priate molecular characteristics (i.e., large non-linear
molecular polarizability). In recent work, we have
used SHG to study the adsorption of rhodamine dye
molecules to single-crystal corundum surfaces (Hig-
gins et al., 1998d; Higgins and Eggleston, submitted).
Other studies of dye molecule adsorption to various
fused silica interfaces have appeared in the literature
(e.g., Heinz et al., 1982; 1983; Higgins et al., 1991;
Kikteva et al., 1999). These studies demonstrate how
Eqns. 1 and 2 may be utilized for determining the av-
erage molecular orientation of the adsorbates. A re-
cent paper by Simpson and Rowlen (1999), however,
point out some potential flaws in the assumptions as-
sociated with molecular orientation calculations.
Aside from dye molecules, whose large non-linear
polarizabilities make them attractive for SHG studies,
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many adsorption studies of para-substituted benzene
have been successful due to large changes in the mo-
lecular dipole moment associated with electronic
transitions (e.g., Bhattacharyya et al., 1987; Castro et
aI., 1991; Higgins et aI., 1992; Zhao et aI., 1993b).

Recent SHG developments have shown that SHG
may also probe the surfaces of particle suspensions,
opening up the potential applications of SHG to a
large variety of mineral-water interfaces (Wang et aI.,
1996; Yan and Eisenthal, 2000). Here, however, we
concentrate instead on the pH-dependence of SHG
from amorphous silica-water and corundum-water in-
terfaces. As mentioned above, this type of study is
best performed in the TIR geometry owing to the non-
resonant relationship between the interface and the
fundamental and second harmonic fields. The TIR
geometry may only be applied through bulk solids of
optical quality and minimal absorption at the frequen-
cies employed.

2.2. pH Dependence of SHe from the
Oxide- Water Interface

Figure I shows the experimental TIR configuration
we used to obtain SHG from oxide-water interfaces.
Laser light impinges on the oxide-water interface
from the solid side, through a prism comprising the
mineral of interest (e.g., silica or corundum). Further
experimental detail is presented elsewhere (Stack et
aI., 2001).

Figure 2 shows the SHG amplitude from a fused
silica-water interface as a function of pH. The SHG
intensity rises as pH rises, but unevenly; relatively
abrupt rises in signal occur at pH < 2, pH == 4.5, and
pH == 8. Our measurements were intended to, and in-
deed do, reproduce the pH-dependent results of Ong
et al. (1992) for an amorphous silica/water interface.
These authors proposed a model in which the second-
order polarization of the interface, P(2l(2w), is the
sum of a pH-independent baseline and a pH- and
ionic strength-dependent component:

E(2ro) oc p(Z) (2ro) =

X(2) E(ro)E(ro) + X(3) E(ro)E(ro)'I'o (3)

where E(2w) is the second harmonic field, E(w) is the
field of the fundamental light and contains the Fresnel
coefficients relevant to the particular experimental
geometry employed (Mizrahi and Sipe, 1988), '1'0 is
the potential at the interface relative to the bulk solu-
tion, and i2) and i3) are second- and third-order
non-linear susceptibilities, respectively. The i2) term
is considered by Ong et al. (1992) and Zhao et al.
(1993a) to be independent of pH and ionic strength.
The i3) term accounts for a static electric field con-
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Fig. 1. Experimental configuration for total internal reflection (TIR) SHG investigation of oxide water
interfaces.

tributing to the SHG due to '1'0' i3) is attributed to
water molecules in the diffuse layer that are oriented
by the static interfacial electric field.

Equation 3, with the assumptions that i2) and i3)

are constant, provides a way of directly probing oxide
surface potentials without the need to interpret stoi-
chiometric (surface charge density) data via various
possible physical models of the electric double layer.
Extracting a surface potential, however, requires a
method for determining i3) through variation of '1'0'
Thus, in order to determine i3) initially, a specific
potential-charge density relationship must be applied
as a calibration. It has been shown that a determina-

tion of i3) by this approach yields model-independ-
ent potential measurements for the silica-water inter-
face (Ong et aI., 1992). Equation 3 can be solved for
'1'0 if i2l and i3) are known and are pH-independ-
ent, but the assumptions may be questionable. The
i3) term, for example, depends upon the overall
structure of water in the interfacial region. If the aver-
age water orientation does not vary linearly with sur-
face potential, then extraction of '1'0 from
pH-dependent SHG data will depend upon models of
interfacial water structure-an area of current and
sometimes controversial research (Toney et aI., 1994;
Danielwicz-Ferchmin and Ferchmin, 1996).
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Fig. 2. SH field strength, E(2(J)), vs. pH for the amorphous silica/water interface. The fit was calculated
using an acid-base species distribution function.

Whether linear or not, however, it is clear that the
surface electric field created by the development of
surface charge at high pH also leads to increased SHG
at high pH (Fig. 2). Given that '1'0 = 0 at the pH of
point of zero charge (pzq of silica, then all of the
SHG signal at the PZC can be attributed to the xC2)
term of Eqn. 3. The PZC of amorphous silica is in the
pH range 2-3.5 (Parks, 1965; 1990; Sahai and Sverjen-
sky, 1997). Assuming that xC2) is indeed pH independ-
ent (Ong et al., 1992), then increases in SHG with
increased pH are directly proportional to the surface
potential '1'0 developed as the silica develops negative
charge by deprotonation of silanol groups. The rela-
tively abrupt rises in SHG field strength occur at pH
values corresponding to the pKa of surface silanol
groups. Ong et al. (1992) determined pKa values of 4.5
and 8.5, and from our data we obtain comparable val-
ues of 4.6 and 8.8 on the basis of fitting of the SHG
data to a typical monoprotic acid-base equilibrium.
However, it must be emphasized that these surface
pKa values are obtained on the basis of assumptions
that remain to be validated.

The lowest pH value explored by Ong et al. (1992)
was 2. This is roughly coincident with the amorphous
silica PZc. Our data (Fig. 2) show that the SHG sig-

nal continues to decrease at pH values below 2, sug-
gesting a protonation reaction with a pK) less than 2.
This is consistent with reported values for amorphous
silica of pKl < 0 (e.g., Sverjensky and Sahai, 1996).
Despite the fact that 1'1'01increases as pH increases or
decreases away from the PZC, there is no minimum
in the SHG signal at the PZc. This can be understood
by consideration of the phase relations between dif-
ferent sources of SHG. As the sign of the electric field
at the interface changes about the PZC, the phase of
SH light due to this static electric field undergoes a
180 degree phase shift. If the static field generated the
only source of SH light, then the PZC should corre-
spond to the minimum in SH field strength. However,
in Fig. 2, the SH field is not zero at the PZC for silica,
so generally, we must regard the phase relationship
between multiple sources of SH light.

We tum to our results for SHG from a corundum-
water interface to examine these phase relations.
Using the same experimental configuration shown in
Fig. 1, but replacing the fused silica prism with a
corundum prism, we measured the SHG field strength
as a function of bulk pH and ionic strength. We as-
sume that the corundum-water interface is hydroxy-
lated (Laiti et al., 1998).
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Fig. 3. SH field strength, E(2w), as a function of ionic strength for the corundum-water interface. (a)
NaCI supporting electrolyte, pH = 3.5. (b) NaN03 supporting electrolyte, pH = 10.5. The solid lines are
two parameter fits to Eqn. 4 using the diffuse layer model for the surface potential (Zhao et aI., 1993b).
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Figure 3 shows the ionic strength dependence of
E(2w) from the corundum-water interface at pH 10.3
for NaN03 electrolyte and pH 3.5 for NaCl elec-
trolyte. We fit the data in Fig. 3 to Eqn. 4, which is
functionally equivalent to Eqn. 3 (Zhao et aI., 1993b),
using the Gouy-Chapman diffuse-layer model for '1'0'

E(2ro) =A + B'I' 0

By choosing extreme pH values, relative to the ob-
served point of zero salt effect (PZSE), for fitting
E(2w) vs. ionic strength, we assume that the corun-
dum surface charge is near or at the maximum sur-
face charge density, 0' == O'max' Figure 4 shows some
of our results for both the pH and ionic strength de-
pendence of SHG from the corundum-water inter-
face. Using the parameters A, B, and O'max from
fitting the Fig. 3 data, '1'0 was found as a function of
pH as shown on the right-hand axis of Fig. 4. For the
NaCI electrolyte, A = 1.9, B = -0.072 ± 0.014, and
O'max = 1.4 ± 1.8 C m-2, whereas for the NaN03 elec-
trolyte, A = 1.5, B = 0.055 ± 0.006, and O'max = 0.7 ±
0.8 C m-2. On both plots in Fig. 4, we have superim-
posed a line with slope equal to 59.2 mV per pH unit.
This slope is expected for the data if the surface pro-
tonation reaction can be regarded as potential-deter-
mining. The data in both plots have similar slope to
the superimposed lines, indicating consistency be-
tween the observations and the expected Nernstian
behavior of the oxide/water interface.

Aside from the Nernstian behavior, the general
trends in the data offer additional points for discus-
sion. As for silica, E(2w) increases with pH. In
NaN03 solution, at high pH, E(2w) decreases with in-
creasing ionic strength, while at low pH, E(2w) in-
creases with increasing ionic strength, though not as
markedly. In NaCl solution, at low pH, E(2w) in-
creases with increasing ionic strength, but shows no
apparent ionic strength dependence for pH > 6. A
crossing point of the NaN03 data allowed us to esti-
mate a PZSE in the region 4 < pH < 6. However, there
is no clear crossing point for the NaCl data.

Zhao et al. (1993a) measured the ionic strength
dependence of SHG from two similar air-water in-
terfaces to which positively or negatively charged
organic molecules had been adsorbed, and found
that the direction of the ionic strength dependence
reverses with the sign of the charge of the interface.
This behavior is attributed to constructive or de-
structive interference between the X(2) and X(3)

terms of Eqn. 3, an idea supported by Du et al.
(1994) who showed that the phase of the sum-fre-
quency generation (SFG) signal from a silica-water
interface shifts by 1800 between high and low pH.
This is as expected from the "flip" of near-surface
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(4)

water molecules from oxygen-down at low pH (pos-
itive surface charge) to oxygen-up at high pH (nega-
tive surface charge). Such light can interfere
constructively or destructively with the fixed-phase
light of the i2) term in Eqn. 3.

Thus, the data suggest that at high pH (pH >
PZSE), constructive interference between the i2) and
i3) terms of Eqn. 3 leads to a relatively large SHG
signal. As the ionic strength increases and the depth
of the electric double layer decreases, fewer water
molecules contribute to SHG via the i3) term and the
signal decreases. At pH < PZSE, destructive interfer-
ence between the i2) and X(3) terms leads to rela-
tively small SHG signal. As the ionic strength
increases and the depth of the electric double layer
decreases, fewer water molecules contribute to SHG
via the X(3) term and the signal increases because
there is less destructive interference.

2.3. SHe Model Discussion

One of the main problems with the data in Fig. 4 is
the discrepancy between PZSE values for the two
electrolytes. Whereas in the NaCl electrolyte a PZSE
cannot be discerned above pH == 6, in the NaN03 elec-
trolyte the PZSE appears at pH == 5. In the absence of
specific electrolyte complications to the surface
chemistry, or to the surface non-linear susceptibility,
the PZSE should correspond to the PZC and is gener-
ally accepted to be at pH == 9.3 for a-alumina (Davis
and Kent, 1990; Sverjensky, 1994). The NaCl data
therefore, are not inconsistent with this literature
value. However, Stack et al. (2001) found that AFM
force-distance measurements are inconsistent with a
PZC of this corundum prism surface located at pH ==
9.3. If we accept that the literature value of the PZC
for corundum is applicable to this particular interface,
the NaN03 data require further discussion to attempt
to examine the model deficiencies. The assumption
that the electrolyte concentration only affects the
ionic strength may not be valid for NaN03 if the non-
linear polarizability of N03 - is non-negligible. If this
were true, we would expect the SHG model to deviate
at low pH where the positive surface charge will
cause a higher concentration ofN03- ions at the inter-
face. The result of this additional SHG mechanism
will be to shift the observed PZSE from the true PZc.
The direction of the shift will depend upon the phase
of the SH light generated by the ions. Regardless of
the phase, if the N03 - ions are contributing to the sur-
face non-linear susceptibility, then the assumption
that the i2) term is independent of pH and ionic
strength is invalid because the N03- polarizability
will contribute to this term. The observed PZSE at pH
== 5 suggests that if the N03- contribution dominates
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i2) at low pH, it would be 1800 out of phase with re-
spect to the i3) term.

The i3) term will be a function of the number of
water molecules oriented, their average orientation,

and a static electronic polarization stemming from the
surface potential. Following Gragson et al. (1997), we
propose that i3) of Eqn. 3 cannot be assumed a con-
stant at high surface potentials. This amounts to as-
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serting that near-surface water molecules, once
aligned (dipole oriented) by a surface electric field,
cannot become more aligned with higher potentials.
To address these possible model shortcomings, infor-
mation regarding the interfacial water structure must
be provided by more direct methods such as SFG (Du
et aI., 1994), or far-IR absorption studies (Russell et
al., 1993a,b). Until a more quantitative description of
water structure at interfaces is developed, we must ac-
cept the limitations of the constant xC3) assumption.

In summary, according to available models, the
PZSE of the SHG data should occur at the PZC if the
model for the SHG mechanism by Ong et al. (1992)
is correct. The data using NaCI as a background
electrolyte was consistent with the SHG mechanism,
giving an approximate change in surface potential
with pH of 59 mY/pH unit. While this ~'I'/~pH
value was similar for the NaN03 background elec-
trolyte, the PZSE was found to be much lower than
expected from literature data on the PZC for corun-
dum. Thus, the NaN03 results suggest that the SHG
mechanism may be more complicated than that de-
scribed by the model. Clearly a better understanding
of SHG mechanisms are vital to further applications
of this optical method to mineral/water interfaces.
With this knowledge, SHG could be used to obtain
complementary information from surfaces undergo-
ing net dissolution or precipitation reactions. Thus,
it may be possible to relate surface coverage of lig-
ands to an observed ligand-promoted dissolution
rate, all under the same conditions, whereas in cur-
rent experimental methods, the surface coverage in-
formation must be obtained under equilibrated
conditions.

3. HYDROTHERMAL ATOMIC FORCE
MICROSCOPY (HAFM)

3.1. Introduction to HAFM

Many studies of mineral dissolution and growth
have been made using the capabilities provided by
atomic force microscopy (AFM), also known as
scanning force microscopy (SFM). Calcite has been
a particularly popular target of AFM-based dissolu-
tion and growth studies primarily because of its geo-
logic importance but also, in part, because of its
relative kinetic lability. In other words, calcite dis-
solves and grows quickly enough to be amenable to
ambient temperature AFM imaging of step motion.
Such studies have provided information of unprece-
dented detail about calcite surface and step structure,
step kinetic rate constants, activation energies for
step and kink dynamics, and even thermodynamic
quantities such as step energies (e.g., Gratz et aI.,
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1993; Liang et aI., 1996; Britt and Hlady, 1997; Jor-
dan and Rammensee, 1998; Teng et al., 1998; 1999;
Shiraki et aI., 2000).

In practice, there is a fairly narrow range of disso-
lution or growth rates that can be studied using AFM.
On the one hand, surface features must move far
enough to be clearly distinguished from microscope
drift over time or from tip-induced effects on the sur-
face (Park et al., 1996). On the other hand, if growth
or dissolution rates are sufficiently large, it is difficult
to interpret surface kinetic observations without con-
sidering the probable limits of mass transport. It has
been noted that for practical AFM imaging, the range
of amenable dissolution or growth rates lies between
10-6 and 10-10 mol m-2 s-l (Dove and Platt, 1996).
Depending upon particular microscopes and upon the
particular goals of an experiment, however, this range
may be generous as the upper limit may result in mass
transport limitations in unpredictable fluid flow con-
ditions and tip influences will likely disturb measure-
ments at the lower limit.

One consequence of this limited range of AFM ac-
cessibility is that, despite the near-molecular scale res-
olution capabilities of AFM, slowly-dissolving or
growing minerals, including most oxides and alumi-
nosilicates, cannot be investigated in a practical man-
ner using commercially available AFMs that are
limited to near room temperature. The key problem in
approaching hydrothermal conditions with AFM is the
need to pressurize a fluid cell to elevate temperatures
up to and beyond the ambient-pressure boiling point of
the solution. Here, we describe the design of an HAFM
(Higgins et aI., 1998b) capable of imaging at up to
about 12 bars and 150°C, and present results demon-
strating its utility for mineral dissolution and growth
experiments at elevated temperatures for barite.

Our specific hypothesis for barite is based on our
previous observations of differences in the barite
(001) monolayer and bilayer step velocities (Higgins
et aI., 1998c). In these observations, we found that
when bilayer steps are formed, there remains on ei-
ther end of the bilayer step, a monolayer step seg-
ment. If the formation of the bilayer step results in a
new step velocity (i.e., vs/monolayer) 1= vs/bilayer»,
then the monolayer segments on either end of the bi-
layer step should adopt a new step direction. In partic-
ular, we present results pertinent to a Kink Donation
model that allows us to extract net rates of kink at-
tachment/detachment from HAFM data for dissolv-
ing and growing barite (BaS04). With the typical
room temperature growth and dissolution rates of
barite falling toward the lower end of observable dis-
solution by AFM, we have chosen to accelerate these
rates, to avoid large tip influences, through the use of
elevated temperatures in the HAFM.
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A principal component of virtually any SFM is the
piezoelectric ceramic scanner required for molecular
scale, three-dimensional positioning and rastering of
the sample beneath the AFM tip. Some AFMs use
tracking lenses in association with a scanned tip de-
sign and keep the sample stationary, but the HAFM
uses the scanned-sample design. We use a 7-elec-
trode lateral-vertical decoupled PZT-5A tube scan-
ner. This type of scanner significantly reduces
coupling between horizontal and vertical scanner
motions, and has nearly constant sensitivity between
60 and 150 DC. Piezoelectric tube scanners cannot
function effectively under pressure differentials of
the> 6 bars magnitude needed for imaging in aque-
ous solution at 150 DC, and they and their associated
wiring must be physically separated from the corro-
sive, hot aqueous solutions of an HAFM fluid cell.
These constraints require, first, that both the scanner
and the fluid cell be pressurized (i.e., that the piezo-
electric scanner and coarse-approach stepper motor
be placed within a gas-pressurizable chamber). Sec-
ond, the material used to separate the fluid cell (con-
taining the sample) from the chamber housing the
piezoelectric scanner must be flexible, have low
water and gas permeability, and be inert toward hot,
corrosive aqueous solutions. We have chosen a mate-
rial known by its trade name as Kalrez™ (a perflu-
oro elastomer) to form a flexible, chemically-inert
membrane separating the fluid cell from the base
chamber. The remainder of this section is a brief de-
scription of the HAFM fluid cell, the fluid delivery
system, and discussion of recently implemented and
planned improvements to the original HAFM design
(Higgins et al., 1998b).

The fluid cell, detailed in Fig. 5, consists of a main
cell body, a cell cover, and a sample mounting disk,
all fabricated from grade 2 titanium. Fluid inlet and
outlet ports are provided for flow-through experi-
ments and a third port is available for a temperature
sensor. Optical access for laser light (optical detection
schemes for cantilever deflection measurements are
used in most commercial systems) is provided by
sealing a sapphire window to the cell cover. The cell
cover also serves as the mount for the cantilever/sub-
strate assembly. The bottom of the cell consists of the
sample mounting disk and the Kalrez™membrane
which additionally effects a seal of the fluid cell. We
have found this fluid cell design useful for experi-
ments ranging from a few hours to several days dura-
tion. Other than periodic calibration checks and
routine cleaning, there is no additional maintenance
over and above what one would expect from a com-
mercial system.

The fluid delivery system for the HAFM permits
controlled, ratioed mass flow from two reservoirs
whose contents may be changed without disrupting an
experiment in progress. A key to making the HAFM
function consistently and nearly free of thermal drift is
the control of fluid flow with a controlled leak down-
stream of the HAFM fluid cell using a liquid mass
flow controller. Other means of controlling fluid flow
with pumps are not only more expensive, but require
two pressure sources that must be carefully controlled
in order to keep the pressure differential across the
Kalrez™ membrane < 0.05 bars at all times. The
HAFM design may be compared to other recent devel-
opments that allow sample and fluid cell heating (Butt
et aI., 1999; Workman and Manne, 2000).

3.3. HAFM Applications

We have made use of the HAFM in dissolution
and/or growth studies of such mineral phases as barite
(Higgins et aI., 1998c; 2000a), magnesite (Jordan et
aI., in press), anorthite/labradorite (Jordan et aI.,
1999), and hematite (Higgins et aI., 1998a). Some
very enlightening barite dissolution and growth stud-
ies (e.g., Bosbach et aI., 1998; Pina et aI., 1998; Bos-
bach, 2002; Wang et aI., 2000) using ambient
temperature AFM have been reported. For example,
Bosbach et al. (1998) reported that chelating agents
such as ethylenediaminetetraacetate (EDTA) in-
creased the rate of pit formation in the dissolution of
barite while growth inhibitors such as nitrilotrimeth-
ylenephosphonic acid (NTMP) retarded the forma-
tion rate of monolayer islands and the growth velocity
of steps. Pina et al. (1998) noted a dramatic difference
in the growth velocity of straight monolayer steps
along <120> on barite (001) in contrast to the approx-
imately ten-fold higher velocity of curved steps oppo-
site these slower, straight steps. These results indicate
a marked difference in the molecular kinetics at crys-
tallographically different steps.

In the present work, we focus on some of the sub-
tleties associated with barite dissolution and growth
that, at present, are most amenable to study using the
HAFM. In particular, we are interested in gaining ki-
netic information on the rates of attachment and de-
tachment at step edges, thus providing a means to
discuss crystal growth and dissolution mechanisms at
the molecular scale.

The experimental methods for study of barite disso-
lution and growth have been reported elsewhere (Hig-
gins et al., 1998c; 2000a). Figure 6 shows a sequence
of four HAFM images of dissolving barite (001) taken
at 90°C with a constant flow rate of 20 g/hr of de-ion-
ized H20. Using the crystallographic axes shown in
Fig. 6a, it is clear that there are two principal step di-
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Fig. 5. Schematic of the HAFM fluid cell. Key: A. fluid environment (stippled pattern) B. sapphire win-
dow and cover C. Ti cell cover D. Ti cell body E. fluid in/out ports F. Kalrez™ membrane G. sample and
cantilever/tip H. Ti sample mount I. sample mount back disk J. Macor™ spacer K. Piezoelectric ceramic
scanner tube L. Kel_FTMspacer M. inert gas environment.

rections observed during dissolution under these con-
ditions: the <010> and <120> step directions. Due to
the 2) screw axis in barite, monolayer (3.5 A deep) tri-
angular-shaped pits, bounded by <120> steps on two
sides and a [010] step on the third side, are oriented in
opposite directions in adjacent monolayers along
[001]. The <120> monolayer steps retreat at a velocity
approximately 2 times greater than that of the [010]
monolayer steps and as a result, the pit vertices even-
tually reach the monolayer [010] step of the next high-
est layer exposed at the surface. For example, in Fig.
6c, the pit vertex defined by intersecting <120> steps
reaches the neighboring layer's [010] step, resulting in
the formation of a [010] bilayer (7.1 A height) step
marked as [010]-2 in the figure. A similar process oc-
curs in the formation of <120> bilayer steps (Higgins
et al., 1998c). Both types of bilayer steps retreat at a
higher velocity than the corresponding monolayer
steps, with the <120> bilayer steps retreating 2.5 times
faster than the [010] bilayer steps. We turn our discus-
sion toward the fate of the remaining monolayer step
segments (denoted [010]-1, in Fig. 6c for example) on
either side of the bilayer steps.

Step velocity measurements on images similar to
those in Fig. 6 revealed that the [010]-1 and [120]-1
step segments assume the velocity of the respective
bilayer segments (Higgins et aI., 1998c). From image

sequences similar to that in Fig. 6, it can be shown
that the monolayer step segments assume the velocity
of the bilayer segment by a slight change in the mono-
layer step orientation.

We describe the above increase in the monolayer
step velocity, or change in the monolayer step orien-
tation by means of a Kink Donation (KD) model. In
the KD model, kinks reaching the end of the bilayer
segment cross the point at which the bilayer step bi-
furcates (labeled "A" in Fig. 7b) as donated kinks to
the monolayer step segment. Thus, the rate at which
kinks reach point A must equal the frequency of row
removal (i.e., retreat rate) from the faster of the two
kink sources (i.e., steps). The retreat rate of the
monolayer step then is no longer governed by local
processes on that segment, but by the processes gov-
erning the rate of bilayer step retreat. The increase in
the monolayer step velocity then results from the
misorientation of the step as shown by the dashed
lines in Fig. 7. The KD model is simply a restate-
ment of the Wulff construction in terms of
anisotropy in step kinetics (Chernov, 1963a), as op-
posed to anisotropy in step free energy (Zangwill,
1988). The KD model is particularly useful in mak-
ing quantitative estimates of the kink dynamics on
barite (001). Below is a quantitative description of
the KD model.
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Fig. 6. Sequence of four 1.4 urn x 1.4 µm HAFM images of barite (00l) taken at 90°C with a constant
flow of de-ionized water at 20 g/hr. The time between frames was 100 sec. The predominant step orienta-
tions were [010] and [120]. The crystallographic orientation is shown in (a). In (b), the terraces are labeled
in order of increasing height on the surface. Also in (b), on the right hand side of the image, a pit vertex is
about to reach the adjacent layer's [010] step, resulting in the formation of a [010] bilayer step separating
terraces 2 and 4 in (c). The acceleration of the newly formed bilayer step segment causes a misorientation
of the monolayer step segments to either side of the bilayer segment in (d).

The kinematics of step retreat, pertinent to the KD
model, are described by a simple one-dimensional nu-
cleation and growth model. In this model, described
by Lauritzen (1973) and Frank (1974), a nucleation
event along a step gives rise to two dissolution/growth
sites (e.g., kinks) on either side of the nucleus. The pri-
mary supposition in this mathematical treatment is
that the nucleus has infinitesimally small width com-
pared to the distance to the next kink. The subsequent
growth at the kinks then takes place until either (1) the
kink reaches the end of the step or (2) the kink annihi-
lates with another kink traveling in the opposite direc-
tion. The velocity of steps, v s' can be expressed
exactly if the length density (e.g., urn") of kinks, Pk'
and their velocity, Rk, are known:

(5)

where b is the length, normal to the step, of one disso-
lution/growth unit. However, Pk depends upon Rk,
prompting an approximate solution involving inde-
pendent variables. The solution to this problem is ap-
proximated by two limiting growth regions (Frank,
1974):

I ( )112

Rkkbl, region I, where I Rkk < 0.1
2Rk

v ""s 112

b(2RkkRk )112, region II, where z( :~: ) > 10

(6)
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Fig. 7. Observed etch pit shape under the conditions of
this study. Monolayer pit vertices are truncated due to bi-
layer step formation. The actual position of the monolayer
step segments is depicted by the dashed lines.

unperturbed step

perturbed step
n,/dp

k ' t
~

Fig. 8. Illustration of the concept of kink density pertur-
bation.

where l is the length of the step, and Rkk is the nucle-
ation rate per unit step length. The equation describ-
ing the growth region lying in between these
limiting cases is not easily derived. In the step
length-dependent growth region, the rate is deter-
mined by the nucleation rate. When a step becomes
sufficiently long, or if Rkk "" Rk, step velocity is
nearly independent of step length, and the velocity is
approximated by the geometric mean of the kink nu-
cleation and growth rates. In this case, the growth
rate is neither limited by nor determined by the nu-
cleation rate. However, the balanced kinetics involv-
ing nucleation, growth, and annihilation, is
maintained in part by nucleation events.
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To understand the perturbation in the monolayer
step orientation (Fig. 8), we cast our observations in
terms of the KD model. We start by considering two
separate growing steps, the only difference being that
one step orientation is along a close-packed direction
(e.g., the <120> or <010> monolayer steps) whereas
the latter step orientation is vicinal relative to the for-
mer. That is, the latter step contains a certain number
of donated, or excess, unidirectional kinks. Figure 8
illustrates these ideas. Assuming now that the particu-
lar kink dynamics associated with the unperturbed
step results in a large average number of kinks exist-
ing along the step (region II, Eqn. 6), then combining
Eqns. 5 and 6-region II, we can express the unper-
turbed step velocity, Vs as:

)

1/2
2Rkk

where (Ii'; = Pk (7)

In the KD model, a small perturbation in the kink
density, ,1Pk' leads to a new step velocity, normal to
the original step direction, vs' :

(8)

In Eqn. 8, we have assumed that the increase in step
vicinality, giving rise to a higher density of unidirec-
tional kinks, does not reduce the density of opposing
kinks. In a recent step model directed at determining
the interpolation function between a straight, close-
packed step velocity and a highly vicinal step velocity
(Chernov, 1998), a somewhat different function from
that of Eqn. 8 was found. From Eqn. 8, the angle e
that the perturbed step forms with the unperturbed di-
rection (see Fig. 8) is defined by:

-1 nkb -1e = tan = tan !1Pkb
nk / !1Pk (9)

where nk is the average number of excess unidirec-
tional kinks present along the step. The KD model
can be used to indirectly determine the net kink veloc-
ity by combining Eqns. 7-9 above:

s, =V;(I- :; )cote (10)

In contrast, the model by Chemov (1998) leads to the
calculation of Rk via Eqn. 11:

( )
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s, = v; 1- :; cote (11)

Equation 10 will always give a value of Rk that is less
than that given by Eqn. 11, but for small v/v's ' the
error is small. This follows from the continuum
model treatment of sites parallel to the step edge for
Eqn. 10. In arriving at Eqn. 10, it was assumed that
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the length, parallel to the step, of a double kink is in-
finitesimally small. Due to the actual size of atoms
and molecules along a step, this assumption is only
reasonable for small vIv's' Equation 11 accounts for
this finite size and as a result, the forced kinks on a
vicinal step reduce the number of opposing kinks due
to the limited density of available sites for kinks to
exist. It is clear then that the Chemov (1998) model is
more realistic by accounting for the discrete size of
the step components. Therefore, we will use Eqn. 11
in the following examination of HAFM results, but
Eqn. 10 and the simplified model outlined above pro-
vide the necessary visualization of the KD problem.

Once Rk is determined, Rkk may be found from
Eqn. 6. As an example of the application of this KD
model, the terrace labeled "3" in Fig. 6b (90°C in
water) is bounded on the right hand side by a [010]
monolayer segment perturbed by a bilayer segment
during dissolution in Figs. 6c and 6d. The bilayer
step velocity perpendicular to the [010] direction is
0.61 ± 0.06 nm s' = v/ The monolayer step velocity
in the same direction is Vs = 0.41 ± 0.04 nm s', and
the angle 8 = 7.5 ± 1.8 0. Using Eqn. 11, the kink ve-
locity is therefore 2.7 ± 0.8 nm s'. Further, using
Eqn. 6-(region II) and b = 0.888 nm for barite along
[100], the double-kink nucleation rate is Rkk = 0.04 ±
0.01 nm! s'. Equation 7 then gives a kink density of
Pk = 0.17 ± 0.04 nm! or a kink-kink spacing of Pk-1
- 6 ± 1 nm. Although the [010] steps appear straight
based on the HAFM images in Fig. 6, the KD model
predicts that these steps are rather rough on a scale of
1-10 nm. This roughness scale is at or below the true
contact-mode resolution limit of an AFM tip assum-
ing a typical tip radius of 5-10 nm. This example
demonstrates the importance of suitable models for
step motion due to the lack of direct information pro-
vided by AFM images. In contrast, for the [120]
monolayer steps, v's = 1.1 ± 0.1 nm s', Vs = 0.51 ±
0.05 nm s', b = 0.7 nm and 8= 2.1 ± 1.4° where we
find the kink-kink spacing to be - 30 ± 15 nm at 90
"C. This large spacing implies that the rate of detach-
ment at kink sites, relative to kink nucleation, is
much higher on the [120] steps when compared to
the [010] steps.

A second application of the KD model is demon-
strated from a barite growth example. Figure 9a
shows one of several hillocks from Fig. 9b growing at
108°C. When steps of one growth hillock annihilate
with those of the neighboring hillock, an unbounded
step occurs. Specifically defined for growth condi-
tions, an unbounded step is a step that is terminated
on one or both ends by internal corners which serve as
continuous sites for kink attachment. A bounded step
is then defined as a step that is terminated at both ends
by external corners, as in the steps comprising the

unbounded steps bounded steps

Fig. 9. (a) 5.2 urn x 5.2 µm HAFM image of barite (00l)
taken at 108 DC with a 20 g/hr flow of supersaturated solu-
tion(log[(aBa2+ .asoJ_)/ Ksp]=0.155).

(b) 19 urn x 19 µm HAFM image showing the multiple
intersecting growth hillocks in the region surrounding the
hillock shown in (a), outlined by the square in (b).

upper tiers of the growth hillock in Fig. 9a. The for-
mation of an unbounded step, as illustrated in Fig. 9a,
can remove the nucleation barrier to step advance. As
a result, the step advances rapidly and at a new angle
determined by the density of kinks produced by the
step annihilation event. In the KD model, the un-
bounded step moves at a velocity (normal to the orig-
inal step direction) that is directly related to the kink
velocity. Applying the KD model to measurements of
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step angles and growth velocities gives Rk = 4.2 ± 0.8
nm s! andRkk = 0.10 ± 0.03 nm-1s-1 by taking b = 0.7
nm for the kink depth on the [120] bilayer steps. The
kink spacing is then found to be approximately 5 nm
on the bounded [120] bilayer steps. As in the dissolu-
tion example for the [010] monolayer step, the KD
model suggests an atomically rough [120] bilayer
step under the above conditions.

AFM observations allow us to better understand
kink dynamics along elementary steps on crystal sur-
faces, and how these dynamics ultimately lead to pre-
dictions of kink formation energies and microscopic
equilibrium structures. The estimation of rates of kink
attachment and/or detachment is useful for evaluating
rate laws for elementary reactions at crystal surfaces.
For example, kink attachment may be assumed to fol-
Iowa first-order rate law whereas kink detachment
generally follows a zeroth-order rate law:

Rk=b(W+-W_)=bW-la:q
-1) (12)

In Eqn. 12, Rkis the net kink velocity and is only ob-
tained via models such as the KD model. W+ and w_
are attachment and detachment frequencies, respec-
tively, a is the experimental activity, and aeq is the
equilibrium activity of dissolved growth constituents.
To determine W+ and w_ , it is necessary to obtain data
over a range of solute activity or supersaturation.
Under local equilibrium conditions, Rk = 0, which is
impractical to measure with reasonable certainty.
However, by determining W + and W_ and their temper-
ature dependence, then by applying Eqn. 7 to find the
kink density, the kink formation energy, e, can be de-
termined:

( bPk 1E=-kTin 2(alaeq)1I2 (13)

The kinetic barrier to exchange at kink sites as repre-
sented by the activation energy for W + and W_ when
compared to e, allows us to then discuss the appro-
priate treatment of step dynamics (e.g., Higgins et
aI., 2000a) from either a kinetically-determined
process, or a process based on equilibrium thermo-
dynamics.

The above examples that we have presented show
that it is possible to measure net kink motion within
the implicit assumptions of the KD model. The key
variable that remains uncontrolled in most dynamic
AFM experiments, with few exceptions (e.g., Hong et
aI., 1997; Coles et al., 1998; Suarez and Compton,
1998), is mass transport near the crystal surface.
While very sluggish surface reactions generally are
accepted as surface-controlled reactions, there is no
easy means of distinguishing between reactions that
are slightly too fast to be surface-controlled and reac-
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tions that are slow enough to be unaffected by vari-
able or unpredictable fluid flow. We have tested a new
hydrodynamic inlet system for the HAFM based on
the design of Coles et al. (1997) that allows us to as-
sess the validity of proposed reaction mechanisms ob-
tained by HAFM under known hydrodynamic
conditions. A report of our initial results is forthcom-
ing (Higgins et aI., submitted).

The above application of a simple approach to de-
termining kink dynamics is an important step toward
understanding the chemical kinetics of mineral disso-
lution and growth at the ionic/molecular level. By
treating the problem initially through the generic
kink nomenclature, we may begin to assign relative
reactivities to various molecular surface structures.
In doing so, we may begin looking toward under-
standing the reasons for a particular ordering of kink
reactivity based on molecular structure, steric ef-
fects, nearest neighbor interactions, and edge diffu-
sion. The data presented are truly new data in the
sense that they cannot be immediately compared to
any existing data. Effective rates of kink motion are
only amenable to measurement by high-resolution,
in situ observations. Therefore, we must regard these
data with objectivity when discussing them in light
of the model assumptions that were used to obtain
the data. The observations reported here for barite
add a new branch of information regarding the kinet-
ics of reactions at this surface in that without the use
of elevated temperatures, the molecular kinetics on
barite surfaces are far too slow to make AFM meas-
urements under a wide range of solution conditions.
In addition to further experiments to test various hy-
potheses regarding reactivity, this level of detail will
require computational tools such as ab-initio molec-
ular modeling, molecular dynamics, and Monte
Carlo simulations. Computational models may be
used to evaluate kink energetics obtained by this ex-
perimental approach, such as those results recently
reported by Pina et al. (1998).

4. SUMMARY

Both techniques we have presented enable the di-
rect (or, strictly speaking, more direct) investigation
of interfacial processes and properties that have previ-
ously been inferred on the basis of macroscopic stoi-
chiometric equilibrium or rate data. These abilities,
used in conjunction with stoichiometric and composi-
tional data, can provide key constraints upon a range
of possible mechanistic interpretations and models.
Further, these techniques provide data that can be
more easily and directly related to macroscopic rates
on the one hand, and to molecular-modeling calcula-
tions on the other. For example, it is increasingly pos-
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sible to use computational approaches to inquire
about local surface structures and reactivities (e.g.,
pertaining to kink sites or to the orientation and struc-
ture of water molecules near a surface) and then to re-
late such calculations directly to HAFM or SHG
measurements that must be interpreted on the basis of
the same structures and reactivities. These, in turn,
can provide mechanistic insight for reactions at min-
eral surfaces. New techniques are thus allowing us to
integrate our understanding of rock-water interaction
in a wide variety of geochemically relevant settings
across molecular-to-macroscopic scales.
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